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Weiwei Xu

**P. 357 #8** Gauss-Jordan method, which eliminates the backward substitution in Gauss-elimination method.

**Answer:** 1. Change the loop index in step 4 -> Step 4: for j = 1, 2, …, n if (j!=i) then do the elimination in step 5 and 6.

2. Chang step 8,9 to remove the backward substitution.

**P. 358 #11** a. show that the Gauss-Jordan method requires multiplications/divisions and additions/subtractions.

b. Make a table comparing the required operations for the Gauss-Jordan and Gaussian elimination methods for n = 3, 10,50, 100. Which method requires less computation?

**Answer:**

a. For multiplication/division, it is as follows:

Divisions when computing x

Divisions when computing m

Multiplications when performing elimination

For addition/subtractions, it is as follows:

b. Just use the formulas in the answers to question **a** to compute the number of operations in Gauss-Jordan and Gauss elimination methods.

**P. 397 #7** a. Show that the LU Factorization Algorithm requires multiplications/divisions and additions/subtractions.

b. Show that solving Ly = b, where L is a lower-triangular matrix with for all i,

requires multiplications/divisions and additions/subtractions.

c. Show that solving Ax = b by first factoring A into A = LU and then solving Ly = b and

U x = y requires the same number of operations as the Gaussian Elimination Algorithm 6.1.

d. Count the number of operations required to solve m linear systems for k = 1, ... ,m by first factoring A and then using the method of part (c) m times.

**Answer:**

1. Count the number of arithmetic operations in Algorithm 6.4 in the textbook.

For muliplications/divisions, we have: step 2: n-1 step 3,4,5: ,step 6: n-1. Sum all these number together to obtain the answer . Similarly, we can get the number of additions/subtractions for LU factorization.

1. With , all the divisions by do not need to be counted. Therefore, the number of multiplications/divisions is . Similar results can be computed for additions/subtractions.
2. Sum all the numbers above we prove the result.
3. Sum all the computations required we get the result.

**P. 397 #7** let

Find all values ofand for which:

1. A is singular.
2. A is strictly diagonally dominant.
3. A is symmetric.
4. A is positive definite.

**Answer:**

a. If A is singular, then det(A) = 0, thus, we get: . For alland satisfy such equation, A is singular.

b. If A is strictly diagonally dominant, we have .

c. If A is symmetric, .

d. If A is positive definite, then obviously. According to the properties of the positive definite matrix, the determinant of every leading principal sub-matrix should be greater than 0 (NA04\_ch6\_B.ppt, slide 10), . We can verify that A with such value also satisfies other properties of the positive definite matrix.